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This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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A network layout well-suited to most organizational needs.


Sales pitch


Narrative

The network framework POC was built to accomplish the following goals most organizations need.


	Availability: Designed to survive up to 2/3 AZs going down at once in a region


	Scalability: Large network namespace to account for huge deployments


	Security: Only one way in and out via a DMZ subnet, network ACLs between subnets aka layers, firewall rules for different logical types of infrastructure


	Segregation: Services are arranged logically in a series of five subnets;


	DMZ (public resources such as load balancers)


	Routing (NGINX/HAProxy/layer 7 routing rules)


	Services (for backend web services, async workers, and ETL jobs)


	Data (for databases: e.g. Postgres, RabbitMQ, Elasticsearch, basically things that are stateful)


	Admin (for administrative services like ZooKeeper and etcd and logstash and nagios and whatever)










Rationale/Justification:

This network framework is known as Titan and has been deployed for large enterprise customers. Rather than building a network from scratch, this network framework can be used to provide a highly-available, secure, and scalable network foundation.




Authors

Authors and contributors listed in ./AUTHORS.md.

Original complete network design by @lordnynex [https://github.com/lordnynex], implementation and extended by @naftulikay [https://github.com/naftulikay].



License

Licensed at your discretion under either:


	Apache Software License, Version 2.0


	MIT License






[image: _images/naftuli-blessed.svg]Blessed Status [image: _images/sun-praised.svg]Sun Status :raised_hands: :sun_with_face: [https://imgur.com/a/xjLKd]





          

      

      

    

  

    
      
          
            
  
Colossus Default Example

A simple Colossus playground for GCP.

This project will launch the following resources:


	NAT instances for private networking access to WAN (two instances per AZ, typically total of 6 instances).


	A public GKE cluster for Kubernetes.


	A bastion host for hopping from WAN to private hosts in the network.


	Private “admin” instances in the Admin Layer to demonstrate:


	that these instances can be reached locally within the network


	that these instances can reach WAN via the NAT gateways.








The network namespace that will be created will be 10.0.0.0/15, first valid IP being 10.0.0.0 and last valid IP being
10.1.255.255.


Getting Started

This repository uses Vagrant for creating a well-defined development environment. ~/.config/gcloud is mounted as a
shared directory within the VM for access to Google Cloud credentials.

By default, ./startup.sh creates a user named naftuli and grants access to my own personal SSH keys. Modify
startup.sh to add your own user and your own SSH keys so that you can move around the network.


NOTE: Make sure you have already logged into the gcloud CLI via gcloud auth login on your host machine.
You must also enable some services in your project. This can be automated via the following:

gcloud services enable dns.googleapis.com \
  compute.googleapis.com








Start the VM:

vagrant up





Shell into the VM:

vagrant ssh





Within the VM, export the following environment variables:

export GOOGLE_PROJECT=my-demo-project \
  GOOGLE_REGION=us-east1 \
  GOOGLE_APPLICATION_CREDENTIALS="$HOME/.config/gcloud/legacy_credentials/naftuli@mydomain.com/adc.json"





Generate a plan for this example project:

make -sC examples/gcp/v0/1/colossus plan





Next, spin up the environment:

make -sC examples/gcp/v0/1/colossus apply





Now’s a good time to look at all of the outputs, pretty printed in JSON:

make -sC examples/gcp/v0/1/colossus output





When done, tear it all down:

make -sC examples/gcp/v0/1/colossus destroy





Don’t forget to destroy everything at the end! Anything you do with your GCP account is on your dime.





          

      

      

    

  

    
      
          
            
  
GCP Default Example

This example simply builds a default size (3 AZ, 3 NAT Gateway instances) Titan network for GCP for the initial
release of Titan for Google Cloud.

NAT instances will install my public keys and a user, alongside three nat-test instances in the admin layer. These
instances exist to prove the ability to:


	reach the internet directly for public hosts such as the NAT Gateways


	use NAT gateways as bastion hosts to reach private hosts in the network.


	reach WAN via a NAT gateway from the private hosts in the network.




Replace my user and SSH keys with yours and spin up this example to test out these aspects of Titan.
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Titan Network Module

This module contains the skeleton of a Titan network.

In object-oriented language, this serves as the abstract superclass of Titan environments and Titan hubs. All shared
resources are declared here and extended as appropriate in the Titan Environment module and the Titan Hub module.

For more information on these modules, please see each module’s README.


NOTE: When growing a Titan Network, NAT Gateways will need to be destroyed and recreated. This is due to a limitation
in terraform plan; we handle it by using lifecycle.create_before_destroy = true on these resources so that no NAT
interruptions occur during the provision. Do be advised that elastic IP addresses are recreated during this process
as well, so if you’re referencing the NAT EIPs somewhere, these will change during provision.





Modules


module.dmz_layer



module.routing_layer



module.service_layer



module.data_layer



module.admin_layer



module.net_layer




Resources


aws_nat_gateway.default



aws_eip.nat



aws_default_network_acl.default



aws_route53aws_route53_delegation_set.default



aws_route53_zone.public



aws_route53_zone.private



aws_route53_zone.reverse



aws_default_route_table.default



aws_default_security_group.default



aws_security_group.ssh



aws_sns_topic.autoscaling



aws_vpc.default



aws_vpc_dhcp_options.default



aws_vpc_dhcp_options_association



aws_internet_gateway.default



aws_egress_only_internet_gateway.default



aws_vpc_endpoint.s3




Variables


domain



domain_name_servers



instance_tenancy



netbios_name_servers



netbios_node_type



network_id



ntp_servers



subnets_per_layer



name



name_short



name_fancy




Outputs





          

      

      

    

  

    
      
          
            
  
Colossus Layer Module

A single layer in a Colossus Network. There are five layers shipped with a Colossus Network:


  	DMZ

  	The only public layer, all ingress and egress happens here.

  	Routing

  	Layer 5 and 7 routing resources for routing requests to backend services in the Services Layer.

  	Services

  	Backend services and asynchronous workers live here.

  	Data

  	Data stores such as RabbitMQ, MySQL, Redis, and Elasticsearch live here.

  	Admin

  	Administrative services such as Nagios, Logstash, and etcd live here.



Resources


google_compute_subnetwork.default

The subnet comprising this layer and its secondary and ternary range for containers and for GKE resources.


Resource Outputs


	gateway_address: the gateway address for this subnet.


	self_link: the subnet id.










          

      

      

    

  

    
      
          
            
  
Colossus NAT Module

A module for providing highly available NAT for private subnets in a Colossus Network.


Resources


google_compute_address.external_primary


Resource Outputs




google_compute_address.external_secondary


Resource Outputs




google_compute_address.internal_primary


Resource Outputs




google_compute_address.internal_secondary


Resource Outputs







          

      

      

    

  

    
      
          
            
  
Colossus Network Module

This module is the base Colossus Network implementation for Google Cloud.


Resources


google_dns_managed_zone.public

The public hosted zone for the network.


Resource Outputs


	id: the unique ID for this resource


	name_servers[]: a list of Google nameservers for this public hosted zone.







google_compute_network.default

The network itself.


Resource Outputs


	gateway_ipv4: the IPv4 address of the default gateway for the network.


	name: the unique name of the network.


	self_link: the unique VPC identifier.







google_compute_route.public

The default public route to the internet for instances in the DMZ layer.


Resource Outputs


	self_link: the unique route identifier.
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